The “fork()" system call is essential in Unix-like operating systems, and here's why:

1. **Process Creation**: “fork()" creates a new process by duplicating the calling process. This new
process is called the child process, and the original is the parent process.

2. **Concurrency**: By creating a child process, ‘fork()" allows for parallel execution of code,
enabling multi-tasking.

3. **Independence**: The child process has its own unique process ID (PID) and its own memory
space, but initially, it's a copy of the parent's address space.

#include <stdio.h>
#include <unistd.h>
int main() {
pid_t pid = fork(); // Create a new process
if (pid < 0) {
// Errorin fork()
fprintf(stderr, "Fork failed\n");
return 1;
}else if (pid == 0) {
// This is the child process
printf("Hello from the child process! PID: %d\n", getpid());
}else {
// This is the parent process
printf("Hello from the parent process! PID: %d\n", getpid());
}

return 0;

}

When you run this program, it will create two processes (parent and child), each printing their own
message.

It's a fundamental tool for process management in operating systems, and mastering it is crucial for
anyone working with systems programming!



Multitasking refers to the ability of an operating system or a computer to execute multiple tasks or
processes simultaneously. It's a fundamental concept in modern computing, allowing efficient use of
system resources and improved performance.

Here are some examples of multitasking:

1. ¥*QOperating Systems**: Modern operating systems like Windows, macQOS, and Linux can run
multiple applications at the same time. For example, you can listen to music while browsing the web
and editing a document.

2. **Mobile Devices**: Smartphones and tablets often run multiple apps in the background. For
instance, you might receive email notifications while playing a game or using a navigation app.

3. **Servers**: Web servers handle multiple requests from different users simultaneously. For
example, when multiple people access a website at the same time, the server processes all those
requests concurrently.

4. **Embedded Systems**: In cars, the onboard computer can manage various tasks like monitoring
engine performance, controlling the entertainment system, and handling navigation all at once.

By allowing multiple processes to run at the same time, multitasking enhances user experience and
system efficiency

In C language, multitasking can be achieved using various techniques like threading, process creation
(using “fork()"), and asynchronous I/O. Here are some examples of how you can implement
multitasking in C:

1. **Using “fork() **: Create multiple processes to perform tasks concurrently.
#include <stdio.h>
#include <unistd.h>
#include <sys/types.h>
void childTask() {
printf("Child process (PID: %d) is running.\n", getpid());
}
void parentTask() {
printf("Parent process (PID: %d) is running.\n", getpid());
}
int main() {

pid_t pid = fork();



if (pid < 0) {
fprintf(stderr, "Fork failed.\n");
return 1;
} else if (pid == 0) {
childTask();
}else {
parentTask();

}

return O;

2. **Using Threads™**: Create multiple threads to execute functions concurrently using the POSIX
threads (pthreads) library.

#include <stdio.h>

#include <stdlib.h>

#include <pthread.h>

void* task1(void* arg) {
printf("Thread 1 is running.\n");
return NULL;

}

void* task2(void* arg) {
printf("Thread 2 is running.\n");

return NULL,;

int main() {
pthread_t threadl, thread2;

if (pthread_create(&threadl, NULL, task1, NULL)) {



fprintf(stderr, "Error creating thread 1.\n");
return 1;

}

if (othread_create(&thread2, NULL, task2, NULL)) {
fprintf(stderr, "Error creating thread 2.\n");
return 1;

}

pthread_join(thread1, NULL);

pthread_join(thread2, NULL);

return O;

}

In the first example, “fork()" creates a new process, allowing both the parent and child processes to
run concurrently. In the second example, threads are used to run two functions (“taskl™ and “task2’)
concurrently within the same process.

These are just a couple of ways to achieve multitasking in C. There are more advanced techniques
and libraries available depending on your specific needs and platform.

Let's delve into the differences between threads and forked processes in the context of C
programming and multitasking:

#it# 1. **Memory Sharing**

- ¥*Threads**: Threads share the same memory space within a process, which means they can easily
access and modify shared data. This allows for fast communication between threads but also
introduces the risk of race conditions if not handled properly.

- **Fork**: When a process is forked, the parent and child processes have separate memory spaces.
Initially, the child process is a copy of the parent, but any changes made in one process do not affect
the other. This provides isolation but makes inter-process communication more complex.

H#t#H 2. **Creation Overhead**

- ¥*Threads**: Creating and managing threads typically incurs lower overhead compared to
processes because threads share the same memory space and resources.

- **Fork**: Forking a process involves duplicating the entire process memory, file descriptors, and
other resources, which can be more resource-intensive and slower.

### 3. **Concurrency**



- **Threads™**: Multiple threads can execute concurrently within the same process, allowing for fine-
grained parallelism. They are ideal for tasks that require frequent communication and data sharing.

- *¥*Fork**: Forked processes run independently and can execute concurrently. They are suitable for
tasks that require process isolation and minimal sharing of data.

HiHt 4. **Safety and Stability**

- **Threads**: Since threads share the same memory space, a bug in one thread (e.g., writing to the
wrong memory location) can potentially corrupt the entire process, leading to crashes.

- **Fork**: Forked processes are isolated, so a bug in one process does not affect the other
processes. This makes them more stable for certain applications.

Hi# 5. **Use Cases**

- **Threads**: Commonly used in scenarios where lightweight, high-performance parallelism is
needed, such as in real-time applications, GUI programs, and web servers.

- **Fork**: Typically used in server applications to handle multiple client requests concurrently (e.g.,
web servers, database servers) and in situations where process isolation is critical for security and
stability.

###t Example Code
Here's a quick comparison using code snippets:
#itt# Using Threads:
#include <stdio.h>
#include <pthread.h>
void* threadFunction(void* arg) {
printf("Thread is running.\n");
return NULL,;
}
int main() {
pthread_t thread;
pthread_create(&thread, NULL, threadFunction, NULL);
pthread_join(thread, NULL);

return 0;



#iHtt Using “fork()":
#include <stdio.h>
#include <unistd.h>
int main() {
pid_t pid = fork();
if (pid == 0) {
printf("Child process is running.\n");
}else {
printf("Parent process is running.\n");
}
return 0;

}

Each approach has its own strengths and weaknesses, and the choice between threads and forked
processes depends on the specific requirements of your application.

Let's create a simple yet insightful case study: a multi-threaded program to find the sum of all
elements in an array using threads. This will demonstrate how to split a task into smaller parts and
execute them concurrently.

#include <stdio.h>
#include <stdlib.h>
#include <pthread.h>
#define NUM_THREADS 4
#define ARRAY_SIZE 100
// Global array and sum
int array[ARRAY_SIZE];
int partial_sums[NUM_THREADS] = {0};
// Function to calculate partial sum
void* sum_array(void* arg) {
int thread_part = *((int*) arg);

int start = thread_part * (ARRAY_SIZE / NUM_THREADS);



int end = (thread_part + 1) * (ARRAY_SIZE / NUM_THREADS);
for (inti = start; i < end; i++) {
partial_sums[thread_part] += array][i];

}

pthread_exit(0);

}
int main() {

pthread_t threads[INUM_THREADS];

int thread_args[NUM_THREADS];

int total_sum =0;

// Initialize array with values 1 to ARRAY_SIZE

for (inti=0; i< ARRAY_SIZE; i++) {
array[i] =i+ 1;

}

// Create threads

for (inti=0;i < NUM_THREADS; i++) {
thread_args[i] = i;
pthread_create(&threads][i], NULL, sum_array, (void*) &thread_argsli]);

}

// Join threads

for (inti=0; i< NUM_THREADS; i++) {
pthread_join(threads][i], NULL);
total_sum += partial_sumslil;

}

printf("Total sum of array elements: %d\n", total_sum);

return O;



### Explanation:

1. **Global Array**: We create an array of size "ARRAY_SIZE" and initialize it with values from 1 to
100.

2. **Partial Sums**: We maintain an array to store the partial sums calculated by each thread.

3. **Thread Function**: The function 'sum_array" calculates the partial sum for each thread. Each
thread operates on a different portion of the array.

4. **Thread Creation and Execution**: We create '"NUM_THREADS' threads and assign each thread
a portion of the array to sum up.

5. **Thread Joining**: We wait for all threads to complete their execution using “pthread_join and
accumulate the partial sums to get the total sum.

This example showcases how to use threads to parallelize a task and improve performance.

Let's create a similar example using “fork()" instead of threads. We'll create multiple processes to
find the sum of all elements in an array. Each child process will handle a portion of the array, and the
parent process will collect the partial sums to get the total sum.

#include <stdio.h>
#include <stdlib.h>
#include <unistd.h>
#include <sys/types.h>
#include <sys/wait.h>
#define NUM_CHILDREN 4
#define ARRAY_SIZE 100
int array[ARRAY_SIZE];
// Function to calculate partial sum
void calculate_partial_sum(int start, int end, int pipe_fd) {
int partial_sum =0;
for (inti=start; i < end; i++) {
partial_sum += array[i];
}
// Write the partial sum to the pipe

write(pipe_fd, &partial_sum, sizeof(partial_sum));



close(pipe_fd);
}
int main() {
pid_t pids[NUM_CHILDREN];
int pipe_fds[NUM_CHILDREN][2];
int total_sum =0;
// Initialize array with values 1 to ARRAY_SIZE
for (inti=0; i < ARRAY_SIZE; i++) {
array[i] =i+ 1;
}
// Create child processes
for (inti=0; i < NUM_CHILDREN; i++) {
// Create a pipe for communication
if (pipe(pipe_fds[i]) ==-1) {
perror("pipe");
exit(1);
}
pids[i] = fork();
if (pids[i] < 0) {
perror("fork");
exit(1);
} else if (pids[i] == 0) {
// Child process
close(pipe_fds[i][0]); // Close the read end
int start =i * (ARRAY_SIZE / NUM_CHILDREN);
intend = (i + 1) * (ARRAY_SIZE / NUM_CHILDREN);

calculate_partial_sum(start, end, pipe_fds[il[1]);



exit(0);
}else {
// Parent process

close(pipe_fds]i][1]); // Close the write end

}

// Wait for child processes to finish and read partial sums
for (inti=0; i< NUM_CHILDREN; i++) {
int partial_sum;
waitpid(pids[i], NULL, 0); // Wait for the child process to finish
read(pipe_fds[i][0], &partial_sum, sizeof(partial_sum));
total_sum += partial_sum;
}
printf("Total sum of array elements: %d\n", total_sum);
return 0;
}
### Explanation:

1. **Global Array**: We create an array of size 'ARRAY_SIZE" and initialize it with values from 1 to
100.

2. ¥*Pipes**: We use pipes for communication between parent and child processes.

3. **Function for Partial Sum**: The function "calculate_partial_sum’ calculates the partial sum for
each child process and writes it to the pipe.

4. **Child Processes**: We create 'NUM_CHILDREN" child processes using “fork()". Each child
process calculates the partial sum of its portion of the array.

5. **Parent Process**: The parent process waits for all child processes to finish using "waitpid()" and
reads the partial sums from the pipes to calculate the total sum.

This example demonstrates how to achieve multitasking using forked processes and inter-process
communication in C.

Let's create a case study involving “fork()" where each child process performs a different task. This
example will simulate a simple system where different processes handle different functionalities.



Here's the scenario: We will create three child processes:
1. **Child 1** will generate an array of random numbers.
2. **Child 2** will calculate the sum of these numbers.

3. **Child 3** will find the maximum number in the array.

We'll use pipes to communicate between parent and child processes.
###t Code Example:
#include <stdio.h>
#include <stdlib.h>
#include <unistd.h>
#include <sys/types.h>
#include <sys/wait.h>
#include <time.h>
#define ARRAY_SIZE 10
void generate_numbers(int pipe_fd) {
int numbers[ARRAY_SIZE];
srand(time(0)); // Seed for random number generation
for (inti=0; i< ARRAY_SIZE; i++) {
numbers[i] = rand() % 100; // Random numbers between 0 and 99
}
write(pipe_fd, numbers, sizeof(numbers));
close(pipe_fd);
printf("Child 1: Generated numbers.\n");
}
void calculate_sum(int pipe_fd) {
int numbers[ARRAY_SIZE];

read(pipe_fd, numbers, sizeof(numbers));



close(pipe_fd);
int sum = 0;
for (int i = 0; i < ARRAY_SIZE; i++) {
sum += numbersli];
}
printf("Child 2: Calculated sum = %d.\n", sum);
}
void find_max(int pipe_fd) {
int numbers[ARRAY_SIZE];
read(pipe_fd, numbers, sizeof(numbers));
close(pipe_fd);
int max = numbers[0];
for (inti=1; i< ARRAY_SIZE; i++) {
if (numbers[i] > max) {

max = numbersli];

}

printf("Child 3: Maximum number = %d.\n", max);
}
int main() {
int pipe_fd[2];
if (pipe(pipe_fd) == -1) {
perror("pipe");
exit(1);
}
pid_t pid1 = fork();

if (pid1 == 0) {



close(pipe_fd[0]); // Close read end in child 1
generate_numbers(pipe_fd[1]);
exit(0);
}else if (pid1 > 0) {
pid_t pid2 = fork();
if (pid2 == 0) {
close(pipe_fd[1]); // Close write end in child 2
calculate_sum(pipe_fd[0]);
exit(0);
}else if (pid2 > 0) {
pid_t pid3 = fork();
if (pid3 == 0) {
close(pipe_fd[1]); // Close write end in child 3
find_max(pipe_fd[0]);

exit(0);

}

close(pipe_fd[0]);

close(pipe_fd[1]);

// Wait for all child processes to finish
wait(NULL);

wait(NULL);

wait(NULL);

printf("Parent: All child processes completed.\n");

return O;



### Explanation:

1. ¥**Pipe Setup**: We create a pipe for communication between processes.

2. **Child 1**: Generates an array of random numbers and writes it to the pipe.
3. **Child 2**: Reads the numbers from the pipe and calculates the sum.

4. **Child 3**: Reads the numbers from the pipe and finds the maximum number.
5. **Parent Process**: Waits for all child processes to complete.

This case study demonstrates how to use “fork()" to create child processes with different tasks and
communicate between them using pipes. It's a powerful way to handle multiple tasks concurrently
while maintaining process isolation.



