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	CO
	COURSE OUTCOMES
	LEVEL

	CO1
	Understand the fundamental techniques and principles of deep learning.
	L2

	CO2
	Apply concepts of deep networks to analyze various architectures.
	L3

	CO3
	Apply deep learning models to build applications in various domains
	L3

	CO4
	Analyze the given problem and apply suitable deep learning algorithm.
	L4


	Unit No.
	Topic of syllabus to be covered
	Learning outcomes

At the end of the course the student is able to:
	Teaching Mode

BB/

LCD/FC/

Quiz
	Hours Required
	Total no. of Hours (Cumulative)
	Expected Date of Completion
	Remarks

	
	
	
	
	Lecture
	Tutorial
	
	
	

	I
	A Review of Machine Learning – The Learning Machines
	Discuss the objectives and outcomes of the course Deep Learning (CO1-L2)
	PPT
	1
	
	1
	
	

	I
	How Can Machines Learn? Biological Inspiration.
	Articulating the learning process of machines and Discussing the Biological Inspiration. (CO1-L2)
	PPT
	1
	
	2
	
	


	I
	What is Deep Learning?
	Discussing the deep learning and interpreting the role and significance of deep learning. (CO1- L2)
	PPT
	1
	
	3
	
	

	I
	Fundamentals of Deep Networks: Defining Deep Learning, What Is Deep Learning?
	Outlining the design principle and explaining the fundamentals of deep learning model. (CO1- L2)
	PPT
	1
	
	4
	
	

	I
	Differences b/w ML and DL
	Discussing differences between Machine Learning and Deep Learning (CO1- L2)
	PPT
	1
	
	5
	
	

	I
	Applications and case studies of Deep Learning
	Demonstrate the various Applications and Use cases of Deep Learning
	PPT
	1
	
	6
	
	

	I
	Architectural Principles of Deep Networks: Parameters, Layers, Activation Functions
	Demonstrating the process of assessing the parameters in a deep learning model and identifying the layers and activation functions. (CO1-L2)
	PPT
	2
	
	8
	
	

	I
	Loss Functions, Hyperparameters.
	Identifying the various loss functions used with deep learning models and making use of hyperparameters in evaluating the performances.  (CO1-L2)
	PPT
	1
	
	9
	
	

	I
	UNIT-I REVISION
	PPT
	1
	
	10
	19-06-2024
	

	II
	Building Blocks of Deep Networks-RBM
	Demonstrating the building blocks of Deep learning models and interprets the working role of RBM in feature selection process. (CO1- L2)
	PPT
	1
	
	11
	
	


	II
	Autoencoders
	Illustrating the role of Autoencoders in dimensionality reduction. (CO1- L2)
	BB/PPT
	1
	
	12
	
	

	II
	Autoencoders Program
	Implementation of Autoencoders using MNIST Dataset
	BB/PPT
	1
	
	13
	
	

	II
	Variational Autoencoders
	Understanding the variational

Autoencoders (CO1-L2)
	BB/PPT
	1
	
	14
	
	

	II
	Variational Autoencoders Program
	Implementation of Variational Autoencoders using MNIST Dataset (CO1-L2)
	BB/PPT
	1
	
	15
	
	

	II
	Differences b/w RBM, Autoencoders and Variational Autoencoders.
	Summarize the Differences b/w RBM and Autoencoders and Similarities and differences b/w Autoencoders & Variational Autoencoders (CO1-L2)
	BB/PPT
	1
	
	16
	
	

	II
	Major Architectures of Deep Networks: Unsupervised pretrained networks
	To Utilize Unsupervised pretrained networks in classification. (CO2-L3)
	WB/PPT
	1
	
	17
	
	

	II
	Deep Belief Networks
	Make us of Deep Belief Networks to learn reconstruct its inputs

(CO2-L3)
	WB/PPT
	1
	
	18
	
	

	II
	Generative Adversarial Networks
	Understanding the GAN and their Types , Applications , Future Generations(CO2,CO3-L3)
	WB/PPT
	2
	
	20
	
	

	II
	UNIT-II REVISION
	PPT
	1
	
	21
	09-07-2024
	

	
	QUIZ (UNIT-I & UNIT-II)
	PPT
	1
	
	22
	
	

	III
	Convolutional Neural Networks (CNNs) – The Convolution Operation
	Interpreting the convolution operations in the CNN model for feature identification. (CO1-L2)
	WB/PPT
	1
	
	23
	
	


	III
	Motivation, Pooling
	Analysing various pooling strategies in down sampling the data. (CO4-L4)
	WB/PPT
	1
	
	24
	
	

	III
	Convolution and Pooling as an Infinitely Strong Prior
	Comparing the roles of Convolution and Pooling for feature selection in the CNN model (CO4-L4)
	WB/PPT
	1


	
	25
	
	

	III
	Variants of the Basic Convolution Function
	Illustrating the various convolution functions with suitable examples. (CO1-L2)
	WB/PPT
	1
	
	26
	
	

	III
	Structured Outputs, Data Types
	Explaining the process for formulating the structured out and discussing various data types.  (CO1-L2)
	WB/PPT
	1
	
	27
	
	

	III
	Efficient Convolution Algorithms
	Analysing various efficient convolution algorithms. 

(CO4-L4)
	WB/PPT
	2
	
	29
	
	

	III
	Random or Unsupervised Features
	Interpreting the role of random and unsupervised feature engineering techniques.(CO4-L4)
	WB/PPT
	1
	
	30
	
	

	III
	Neuroscientific Basis for Convolutional Networks, Applications
	Analysing various Neuroscientific basis for CNN models and their applications. (CO4-L4)
	WB/PPT
	1
	
	31
	
	

	
	Convolutional Neural Networks Program
	Implementation of CNN using different  Datasets (CO3-L3)
	PPT
	1
	
	32
	
	

	III
	UNIT-III REVISION
	PPT
	1
	
	33
	07-08-2024
	

	IV
	Sequence Modeling – Recurrent and Recursive Nets Introduction
	Organize the Sequence Modeling – Recurrent and Recursive Nets (CO3-L3)
	PPT
	1
	
	34
	
	

	IV
	Unfolding Computational Graphs
	Build the process for formulating the Unfolding Computational Graphs(CO3-L3)
	PPT
	1
	
	35
	
	


	IV
	Recurrent Neural Networks
	Make use of Recurrent Neural Networks to recognize data's sequential characteristics and use patterns to predict the next likely Scenario. (CO3-L3)
	PPT
	2
	
	37
	
	

	
	Recurrent Neural Network  Program
	Implementation of RNN using different datasets (CO3-L3)
	
	1
	
	38
	
	

	IV
	Encoder-Decoder Sequence-to-Sequence Architectures
	Build the process of Encoder-Decoder Sequence-to-Sequence Architectures(CO3-L3)
	PPT
	1
	
	39
	
	

	IV
	Deep Recurrent Networks
	Constructing the Deep Recurrent Network to process the looping operation is expanded to multiple hidden units(CO3-L3)
	PPT
	1
	
	40
	
	

	IV
	Recursive Neural Networks
	Develop a Neural network that features are recursively constructed(CO3-L3)
	PPT
	1
	
	41
	
	

	IV
	The Long Short-Term Memory
	Make use of LSTM used the Time Series in DL(CO3-L3)
	PPT
	2
	
	43
	
	

	IV
	Gated Networks and Applications
	Apply the Gated Networks to obtain insights about DNNs with ReLU activation. (CO3-L3)
	PPT
	1
	
	44
	
	

	IV
	UNIT-IV REVISION
	PPT
	1
	
	45
	
	

	
	QUIZ ( UNIT-III & UNIT-IV)
	PPT
	1
	
	46
	02-09-2024
	

	V
	Deep Learning Applications: Computer Vision 
	Anlayze and Apply the various Computer Vision Applications that trains computers to capture and interpret information from image and video data. (CO3,CO4-L3,L4)
	PPT
	2
	
	48
	
	


	V
	Image Classification Program
	Implementation of Image Classification program using CNN. . (CO3-L3)
	PPT
	1
	
	49
	
	

	V
	Speech Recognition
	Apply the suitable neural networks have shown significant improvement in the speech recognition task(CO3-L3)
	PPT
	2
	
	51
	
	

	V
	Natural Language Processing
	Apply the suitable network that able to process text and analyze human language. (CO3-L3)
	PPT
	2
	
	52
	
	

	V
	Other Applications
	Apply various Networks to discuss the real time applications using DL (CO3-L3)
	PPT
	2
	
	53
	
	

	V
	DL in Healthcare Case Study
	Analyze the problem using DL Application(CO4-L4)
	PPT
	1
	
	54
	
	

	V
	UNIT-V REVISION
	PPT
	1
	
	55
	
	

	V
	PUZZLES 
	WB/PPT
	1
	
	56
	
	

	INDUSTRY INSTITUTE INTERACTION
	
	1
	
	57
	28-09-2024
	


   Legend: Teaching Mode         





BB: Black Board/LCD: Power Point Presentation/Quiz/ Flip Class
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