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1 A) Explain the Key steps involved in designing a Machine Learning Model
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Ans:  Designing a Machine Learning Model involves the following steps: 
1. Gathering Data: It is the 1st step of ML Life Cycle. The Primary Goal of this step is to identify and collecting all relevant data from various resources. Here, first we need to identify the different data sources such as Files, Database, Internet or Mobile Devices. Depending on the Quality and Quantity of the data it will give the efficient output. And also if we have large quantity of data, which is accurate will get the good prediction or output.

By performing all these tasks, we can get a similar set of data, that we will call it as a    . “Data set”. Here Dataset is a collection of data which is arranged in some order. Generally dataset contains the data in table format.
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In the table Format, it consists of rows and columns. Here each column corresponds to a variable Here, the most supported file type for a tabular format is “.CSV File”. Here, CSV abbreviation is “Comma Separated Value”. In this CSV file, is a plain text file that contains a list of data is available in the “Table Format”. There are already some large no. of data sets are available in the internet. Here the popular sources for ML Data sets are:

2. Data Preprocessing: This is the 2nd step in ML Life Cycle. After collecting the data, we can prepare the data. i.e, here in data preparation, where we have to put our data into suitable place and prepare it, to use in our ML Training. In this Data Preparation it can be divided in to 2 types.






1. Data Exploration 






2. Data Preprocessing

1. Data Exploration: In this Data Exploration, it is used to understand the nature of the data. i.e, we need to understand the characteristics, formats and quality of data. 

For eg: suppose we have taken student details for the admission into the college. In that we will gather the student name, age, phno, adhaar no, address etc. for all these variables while entering the data we need to check the type of data for each variable.




i.e. for student name
-
we enter only characters




      for age

-
we enter only numbers




      for Phone Number-
we enter only numbers etc

Next in formats we represent the above data in the graphical formats. i.e, we will display it on charts. i.e, bar charts, pie charts, line charts etc. So these are the steps in Data Exploration in Data Preparation.

2. Data Preparation: It is the first and crucial step while creating a machine learning model. Here, data preprocessing is a technique,  that is used to convert the raw data into a clean dataset. I.e., here the data is gathered from different sources. It is collected in raw format which is not suitable for ML analysis.



Ie, a real world data generally contains noises, mission values and may be in an unusual l format. These types of collected data are not useful to build a ML for solving all the above problems we need model a data preprocessing. 



In this Data Preprocessing, it consisting of several number of steps. Those are:

· Getting the dataset
· Importing libraries
· Importing datasets
· Finding Missing Data
· Encoding Categorical Data
· Splitting dataset into training and test set
· Feature scaling
Presently in this unit we will explain only what is preprocessing and how to handle the missing values in the collected data. Basically there are 2 ways to handle the missing data. ie.




1. Deleting a Particular Row




2. Calculating the mean

1. Deleting a particular Row: In this method the first way is used to commonly deal with null values. In this way, we just delete the specific row or column which consists of null values. But this way is not so efficient and removing data may lead to loss of information which will not give the accurate output.

2. By calculating the mean: In this way, we will calculate the mean of that column or row which contains any missing value and will put it on the place of missing value. This strategy is useful for the features which have numeric data such as age, salary, year, etc. Here, we will use this approach.

3. Data Wrangling: This is the 3rd step in ML Life Cycle. In this step, the dataset can be modified again after the preprocessing the dataset. When we observed that the dataset is not useful to build the desired model. This process is usually done by the data scientists, data analytics.

For eg: Drug Manufacturing.

4. Data Analysis:  This is the 4th step in ML Life Cycle. The aim of this step is to build a machine learning model to analyze the data using various analytical techniques and review the outcome. Here It starts with the determination of the type of the problems, where we select the ML techniques such as Classification, Regression, Cluster analysis, Association, etc. then build the model using prepared data, and evaluate the model.

Hence, in this step, we take the data and use machine learning algorithms to build the model.

5. Train Model: Now the next step is to train the model, in this step we train our model to improve its performance for better outcome of the problem. We use datasets to train the model using various machine learning algorithms. Training a model is required so that it can understand the various patterns, rules, and, features.

For Eg: In Handwritten Recognition, we can store the previous data into database. After that we must trained the system by using any ML algorithms. Therefore this is the Training Model in the ML Life Cycle.

6. Test Model: Once our machine learning model has been trained on a given dataset, then we test the model. In this step, we check for the accuracy of our model by providing a test dataset to it. Testing the model determines the percentage accuracy of the model as per the requirement of project or problem.
7. Deployment: The last step of machine learning life cycle is deployment. By using all the above steps Gathering data, data preparation, data wrangling, data analysis, training data, testing data. Finally we deploy the model in the real world system. 


Before deploying the project, we will check the whether it is correctly working or not and ML model produce the good results when compared to past data . This deployment phase is similar to making the final phase of our project.

So, these are all the 7 steps involved in Machine Learning Model.

1 B) What are the major challenges in Machine Learning? Discuss with Example
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Ans: Machine Learning involves searching very large space of possible hypothesis , to determine one that best fits the observed data and any prior knowledge held be learner by using various learning Algorithms.

Machine Learning is used in various applications such as email filtering, speech recognition, computer vision, self-driven cars, Amazon product recommendation, etc. It can be seen in every industry, such as healthcare, education, finance, automobile, marketing, shipping, infrastructure, automation, etc. 


The major challenges faced by machine learning professionals are:

· 1. What Algorithms should be used?

· 2. Which Algorithm performs best for which types of problems?

· 3. How much Training Data is Sufficient? 

· 4. What kind of methods should be used?

· 5. For which type of data, which methods should be used?
And also the remaining issues are:

1. Poor Quality Data: Data plays a significant role in the machine learning process. One of the significant issues that machine learning professionals face is the absence of good quality data.
Noisy data, incomplete data, inaccurate data, and unclean data lead to less accuracy in classification and low-quality results. Hence, data quality can also be considered as a major common problem while processing machine learning algorithms. Hence the quality of data is essential to enhance the output. 
Therefore, we need to ensure that the process of data preprocessing which includes removing outliers, filtering missing values, and removing unwanted features, is done with the utmost level of perfection. 
2. Inadequate Training Data: The most important task you need to do in the machine learning process is to train the data to achieve an accurate output. Less amount training data will produce inaccurate or too biased predictions. 
Example: Consider a machine learning algorithm similar to training a child. One day you decided to explain to a child how to distinguish between an apple and a watermelon. You will take an apple and a watermelon and show him the difference between both based on their color, shape, and taste. In this way, soon, he will attain perfection in differentiating between the two.  But on the other hand, a machine-learning algorithm needs a lot of data to distinguish. For complex problems, it may even require millions of data to be trained. Therefore we need to ensure that Machine learning algorithms are trained with sufficient amounts of data.
3. Underfitting of Training Data: Whenever a machine learning model is trained with fewer amounts of data, and as a result, it provides incomplete and inaccurate data and destroys the accuracy of the machine learning model.
Underfitting occurs when our model is too simple to understand the base structure of the data
Example: It simply means trying to fit in undersized jeans.
To overcome this Issue:

1. Maximize the training time

2. Enhance the complexity of the model

3. Add more features to the data

4. Reduce the constraints

5. Increasing the training time of model
4. Overfitting of Training Data: Overfitting is one of the most common issues faced by Machine Learning engineers and data scientists. Whenever a machine learning model is trained with a huge amount of data, it starts capturing noise and inaccurate data into the training data set. 
It negatively affects the performance of the model.
Example: It is like trying to fit in Oversized jeans.
· Let’s consider a model trained to differentiate between a cat, a rabbit, a dog, and a tiger. The training data contains 1000 cats, 1000 dogs, 1000 tigers, and 4000 Rabbits. 
· Then there is a considerable probability that it will identify the cat as a rabbit. 
· In this example, we had a vast amount of data; hence the prediction was negatively affected.  
· To overcome this Issue:

1. Increase training data in a dataset.


2. Reduce the noise


3. Reduce the number of attributes in training data.

4. Remove outliers in the training data

5. Machine Learning is a Complex process: The machine learning industry is young and is continuously changing. Rapid hit and trial experiments are being carried on. The process is transforming changes are high chances of error which makes the learning complex. It includes analyzing the data, training data, applying complex mathematical calculations, and a lot more. Hence it is a really complicated process which is another big challenge for Machine learning professionals.
​​​​​​​​​​​​​​​​​​​​(OR)
2) Construct a Decision Tree using the ID3 Algorithm for the following dataset.
   

    Compute entropy and information gain for the first split.
             [CO2-L3][14M]
	Weather
	Temperature
	Humidity
	Windy
	Play

	Sunny
	Hot
	High
	No
	No

	Sunny
	Hot
	High
	Yes
	No

	Overcast
	Hot
	High
	No
	Yes

	Rainy
	Mild
	High
	No
	Yes

	Rainy
	Cool
	Normal
	No
	Yes

	Rainy
	Cool
	Normal
	Yes
	No

	Overcast
	Cool
	Normal
	Yes
	Yes

	Sunny
	Mild
	High
	No
	No


Ans: Step 1: Understand the Dataset:
· Target attribute: Play

· Attributes to split on: Weather, Temperature, Humidity, Windy

· We will first calculate the entropy of the full dataset, then calculate the Information Gain (IG) for each attribute and choose the one with the highest IG to split on.
Step 2: Calculate Entropy of the Entire Dataset (S):
Total No of Instances = 8

Target attribute: "Play"     

· Yes: 4

· No: 4
Entropy(S): Entropy (S) = −p + log2​(p+) – p −​log2​(p−)
Where: p+​ =4/8 = 0.5 , p−​ =4/8​=0.5
Entropy(S) = −0.5log2​(0.5) −0.5log2​(0.5) =1.0
Entropy of the dataset: 1.0
Step 3: Information Gain for Each Attribute:

a) Attribute: Weather

Possible values: Sunny, Overcast, Rainy
· Sunny (3 instances): No, No, No → Entropy = 0
· Overcast (2 instances): Yes, Yes → Entropy = 0
· Rainy (3 instances): Yes, Yes, No → 2 Yes, 1 No

Entropy(Rainy) = −2/3​log2​(2/3​) − 1/3​log2​(1/3​) = ≈0.918                     
Weighted entropy for Weather:


Gain (Weather) =1− (3/8 ​* 0 + 2/8 * 0 + 3/8 ​* 0.918)




    = 1− (0 + 0 + 0.34425)   = 0.65575
b) Attribute: Temperature


Possible values: Hot, Mild, Cold
· Hot(3): No, No, Yes → 2 No, 1 Yes → Entropy = 0.918
· Mild(2) : Yes, No → 1 Yes, 1 No → Entropy = 1.0
· Cool(3):  Yes, Yes, No → Entropy = 0.918 (same as Rainy above)
Weighted entropy for Temperature:
Gain (Temperature) =
1− (3/8​ * 0.918 + 2/8​ * 1.0 + 3/8 * 0.918)




      = 1− (0.344 + 0.25 + 0.344) = 0.062​
C) Attribute: Humidity

Possible Values: High, Normal
· High (5): No, No, Yes, Yes, No → 2 Yes, 3 No

Entropy = −2/5 log2​(2/5​) −3/5​log2​(3/5​) ≈0.971
· Normal (3): Yes, Yes, No → 2 Yes, 1 No → Entropy = 0.918
Weighted entropy for Humidity:
Gain (Humidity) =1−(5/8 *​ 0.971 + 3/8 * 0.918)



 = 1− (0.607+0.344) = 0.049
D) Attribute: Windy

Possible Values: Yes, No

· Yes (3): No, No, Yes → 2 No, 1 Yes → Entropy = 0.918
· No (5): No, Yes, Yes, Yes, No → 3 Yes, 2 No
Entropy = −3/5 * log2​(3/5) −2/5 * log2​(2/5) ≈0.971
Weighted entropy for Windy:

Gain (Windy) =1 − (3/8 * 0.918+5/8 * 0.971)


         = 1− (0.344 + 0.607) = 0.049
Step 4: Final Information Gains ( First Split):   Here we will give all the Calculated Information Gains. In that we can choose Highest Information Gain to Split the Decision Tree.
	S. No
	Attribute
	Information Gain

	1
	Weather
	0.656 ✔

	2
	Temperature
	0.062


	3
	Humidity
	0.049

	4
	Windy
	0.049


Step 5: First Split on the Decision Tree:   
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 UNIT-II
3A) Define the Perceptron Learning Rule. How it is used for Classification?
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Ans: In this Rule, First begin with random weights, then iteratively apply the perceptron to each training example, modify the perceptron weights whenever it misclassifies an example.
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· This process is repeated, iterating through the training examples as many times as needed until the perceptron classifies  all  training examples correctly
· Here, Weights are modified at each step according to the Perceptron Training Rule.
Perceptron Training Rule: This rule revises the weight, wi associated with the input xi according to the rule.
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· Here, t = Targeted Output
· o = Actual Output
[image: image5.png]Perceptron_training_rule (X, n)
initialize w (wi € an initial (small) random value)
repeat
for each training instance (x, tx) €X
compute the real output ox = Activation(Summation(w.x))
if (tx # 0x)
for each wi
wi € wi + Awi
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end for
until all the training instances in X are correctly classified
return w





The Perceptron Learning Rule is a supervised learning algorithm used for binary classification, meaning it classifies data into one of two classes (often labeled 0 or 1). 

It works by finding a linear decision boundary that separates the two classes in the input space. The algorithm iteratively adjusts the weights and bias of a single neuron to minimize the difference between the predicted and actual outputs for each data point. 

1. Binary Classification: The Perceptron is designed for problems where you need to classify data into two categories, like "spam" or "not spam," "positive" or "negative," etc. 

2. Linear Separability: The core idea is to find a line (or hyperplane in higher dimensions) that separates the two classes. This means the data points of one class must be on one side of the line, and the other class on the other side. 

3. Weighted Sum: The Perceptron takes input features, multiplies them by corresponding weights, and adds them up (weighted sum). It also includes a bias term. 

4. Activation Function: This weighted sum is then passed through an activation function. A common activation function is the step function, which outputs 1 if the sum is above a threshold and 0 otherwise. 
3B) Identify the differences between Biological Neuron and Artificial Neuron.
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Ans: Here’s a clear comparison between Biological Neural Networks and Artificial Neural Networks (ANNs):
	Feature
	Biological Neural Networks
	Artificial Neural Networks (ANNs)

	Origin
	Found in living organisms 
(e.g., human brain)
	Man-made systems modeled after biological neurons

	Components
	Neurons, dendrites, axons, synapses
	Nodes (artificial neurons), layers, weights, biases

	Signal Transmission
	Electrochemical signals
	Numerical values (signals) computed mathematically

	Learning Mechanism
	Synaptic plasticity 
(changes in synapse strength)
	Back propagation and optimization algorithms (like gradient descent)

	Structure
	Complex, highly interconnected, and adaptive
	Simplified layered structure 
(input, hidden, output)

	Energy Efficiency
	Very energy efficient 
(uses milliwatts)
	Relatively power-hungry 
(uses GPUs, CPUs, etc.)

	Fault Tolerance
	High (can recover from damage)
	Lower (can be sensitive to input noise or model changes)

	Generalization
	Very good at generalizing from small examples
	Needs large datasets for training

	Flexibility
	Extremely flexible and capable of multitasking
	Limited by design and training objectives
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(OR)
4) Explain the Back Propagation Algorithm with an Example. Show step by step weight updates for one iteration
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Ans: Multilayer perceptron's (MLPs) are feed forward neural networks trained with the standard back propagation algorithm.
· By using the Back propagation,  is a procedure to repeatedly adjust the weights so as to minimize the difference between actual output and desired output
[image: image42.png]inputs
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· In the multi-layer perceptron diagram above, we can see that there are three input nodes and the hidden layer has three nodes. The output layer gives two outputs, therefore there are two output nodes. 
· The nodes in the input layer take input and forward it for further process, in the diagram above the nodes in the input layer forwards their output to each of the three nodes
· In the hidden layer, and in the same way, the hidden layer processes the information and passes it to the output layer. 
Back Propagation Algorithm: In an Artificial 

 HYPERLINK "https://intellipaat.com/blog/what-is-artificial-neural-network/" N

 HYPERLINK "https://intellipaat.com/blog/what-is-artificial-neural-network/" eural 
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 HYPERLINK "https://intellipaat.com/blog/what-is-artificial-neural-network/" etwork, the values of weights and biases are randomly initialized.  Due to random initialization, the neural network probably has errors for the given inputs. So, we need to reduce error values as much as possible. So, for reducing these error values, we need a mechanism that can compare the desired output of the neural network with the Target network’s output
· we train the network such that it back propagates and updates the weights and biases. This is the concept of the back propagation algorithm.
· Below are the steps that an artificial neural network follows to gain maximum accuracy and minimize error values
· One way to train our model is called as Back propagation. 
The below Figure show you the Network: i.e, Feed Forward Network.
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In the above Figure,
· Input layer with two inputs neurons : I1, I2 are the Input Layers
· One hidden layer with two neurons : H1, H2 are the Hidden Layers
· Output layer with two neurons : O1,O2 are the Output Layers
· Target O1, Target O2 are the Desired Output (or) the Expected Output 
· Here I1, I2 are the Input Layers and W1, W2, W3, W4 are the corresponding Weights.
· From the above Network, First we can Calculate the Net H1 and Net H2.
[image: image8.png]



· After Calculating net H1 and net H2. compute Out H1 and Out H2 as follows: 
[image: image9.png]
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· Here we can use the Activation Function is the  sigmoid function ,the values for which it is used in the range, 0 to 1.
· It is used for models where we have to predict the probability. Since the probability of any event lies between 0 and 1, the sigmoid function is the right choice.

· Similarly, we can  Calculating  net O1 and net O2. 
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· From the above Equations, we can calculate Out O1 and Out O2 as follows:
[image: image12.png]
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· Now , Set some Target Values for both Outputs and Calculate Error Outputs based on Target and Calculated Outputs. [image: image14.png]o
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· Here, Eo1 is the Error at Output O1
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· Here, Eo2 is the Error at Output O2.
· Next, we can Calculating the Total Error
[image: image16.png]



Back Propagation: Back propagation, short for “backward propagation of errors”, is a mechanism used to update the weights using gradient descent. 
· Gradient descent is an iterative optimization algorithm for finding the minimum of a function.
· In our case we want to minimize the error function. 
· It calculates the gradient of the error function with respect to the neural network’s weights. 
· The calculation proceeds backwards through the network.
· The Formula for the Gradient Descent is:
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2. Back ward Pass: When we got the Error. i.e, Target Output O1 and Actual Output O1.



Similarly, Target Output O2 and Actual Output O2.
·  So that we have to move Backward and we have to adjust the weights of W5, W6, W7, W8. 
· Now we have to Calculate the Output Values.
· If we get the Expected Output and Actual Outputs are Same, We will stop. 
· Otherwise again we will back and Update the weights of W1, W2, W3, W4 also.
· This process continues unless until the Actual Output and Target Output are the Same.
· Update the Weights: Here we can use the Gradient Descent.
· i.e, for suppose we have to update the weights : W5
[image: image43.png]JdError

WWa(

)




1. For W5:
Here, W5 has to be updated w.r.to the Total Error. 
So here first calculate the
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This can be written as 
[image: image19.png]



So, here will calculate each and every term separately
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Here we can apply the Chain Rule.
First term, 
[image: image20.png]



After Simplifying, 
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Second term, 
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After apply the partial Derivation, we will get :
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Third term, 
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By combining, all these terms 
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Update the Weight , W5 as
Here,  W5 is the Old Value  and a – is the Learning Rate or Step Rate.
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UNIT-III
5 a) Illustrate any 4 Measures to evaluate the Classification Model with an Example
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Ans:  The confusion matrix is one of the most popular and widely used performance measurement techniques for classification models.
· Confusion Matrix as the name suggests gives us a matrix as output and describes the complete performance of the model.
· And it also used to determine the performance of the classification models for a given set of test data. A confusion matrix is a table that is used to define the performance of a classification algorithm. A confusion matrix visualizes and summarizes the performance of a classification algorithm. 

· The matrix displays the number of true positives (TP), true negatives (TN), false positives (FP), and false negatives (FN) produced by the model on the test data.
 The following 4 are the basic terminology which will help us in determining the metrics. Those are:

· 1. True Positives (TP): when the actual value is Positive and predicted is also Positive.
· 2. True negatives (TN): when the actual value is Negative and prediction is also Negative.
· 3. False positives (FP): When the actual is negative but prediction is Positive. Also known as the Type 1 error
· 4. False negatives (FN): When the actual is Positive but the prediction is Negative. Also known as the Type 2 error.
1. Accuracy: It is one of the important parameters to determine the accuracy of the classification problems. It defines how often the model predicts the correct output. It can be calculated as the It’s the ratio between the number of correct predictions and the total number of predictions.
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2. Precision : Precision is defined as the ratio of correctly classified positive samples (True Positive) to a total number of classified
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Recall: Recall is defined as the ratio of the total number of correctly classified positive classes divide by the total number of positive classes. It can be calculated using the below formula

4. F1- Score: An F-Score is a way to measure a model’s accuracy based on recall and precision. The F1 score is a number between 0 and 1 and is the harmonic mean of precision and recall. It is the harmonic mean of precision and recall. It takes both false positive and false negatives into account. Therefore, it performs well on an imbalanced dataset.
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Example: We have a total of 20 cats and dogs and our model predicts whether it is a cat or not. 
Actual values = [‘dog’, ‘cat’, ‘dog’, ‘cat’, ‘dog’, ‘dog’, ‘cat’, ‘dog’, ‘cat’, ‘dog’, ‘dog’, ‘dog’, ‘dog’, ‘cat’, ‘dog’, ‘dog’, ‘cat’, ‘dog’, ‘dog’, ‘cat’]
 Predicted values = [‘dog’, ‘dog’, ‘dog’, ‘cat’, ‘dog’, ‘dog’, ‘cat’, ‘cat’, ‘cat’, ‘cat’, ‘dog’, ‘dog’, ‘dog’, ‘cat’, ‘dog’, ‘dog’, ‘cat’, ‘dog’, ‘dog’, ‘cat’]. in this example give me classification accuracy measures
We treat “cat” as the positive class
✅ True Positives (TP): Model predicted cat, and it was cat
❌ False Positives (FP): Model predicted cat, but it was dog
❌ False Negatives (FN): Model predicted dog, but it was cat
✅ True Negatives (TN): Model predicted dog, and it was dog
· TP (True Positives) = 6

· TN (True Negatives) = 10

· FP (False Positives) = 2
· FN (False Negatives) = 2
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5 B) Distinguish Between the Bagging and Boosting with neat Sketch [CO3-L4][7M]
Ans:

	Feature
	Bagging (Bootstrap Aggregating)
	Boosting

	Goal
	Reduce variance
	Reduce bias

	Data Sampling
	Random sampling with replacement
	Each new model focuses on mistakes of previous model

	Model Training
	Models are trained independently and in parallel
	Models are trained sequentially

	Weighting
	All models have equal weight in final prediction
	Models are weighted based on accuracy

	Overfitting
	Helps prevent overfitting
	Can overfit if not regularized

	Examples
	Random Forest
	AdaBoost, Gradient Boosting (XGBoost, LightGBM)

	Combining Results
	Voting (classification) / Averaging (regression)
	Weighted voting or summation


Graphical Representation : 
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 (OR)

6) Using Naïve Bayes Classifier, classify a new mail as spam or not, based on the given dataset. Compare for the new data sample 


X= (word=sale, spam count=300, Not spam count=70)

  [CO4-L4][14M]

	Word
	Spam Count
	Non-Spam Count
	Spam

(Yes / No)

	Buy
	100
	50
	Yes

	Discount
	80
	20
	Yes

	Sale
	150
	30
	Yes

	Offer
	70
	40
	No


Ans: A dataset with word occurrences in Spam and Non-Spam emails. You must classify whether a new email containing the word "sale" is Spam or Not Spam, using Naïve Bayes Classifier.
1. Calculate Prior Probabilities:

Total emails: 4 (buy, discount, sale, offer)
Spam emails: 3

Non-spam emails: 1

P(Spam) = 3/4 = 0.75

P(Non-spam) = 1/4 = 0.25
2. Calculate Likelihoods:
For the word "sale":
P(sale|Spam) = 150/ (100 + 80 + 150 + 70) = 150/400 = 0.375
P(sale|Non-spam) = 30 / (50 + 20 + 30 + 40) = 30/140 = 0.214
Given data sample X:

Spam count = 300

Non-spam count = 70

Total count = 370

P(X|Spam) = 300/400 = 0.75
P(X|Non-spam) = 70/140 = 0.5
3. Calculate Posterior Probabilities:
P(Spam|X) = (P(X|Spam) and P(Spam))

 (P(X|Spam) * P(Spam) + P(X|Non-spam) * P(Non-spam))

 P(Spam|X) = (0.75 * 0.75) / (0.75 * 0.75 + 0.5 * 0.25)

P(Spam|X) = 0.5625 / (0.5625 + 0.125)


P(Spam|X) = 0.5625 / 0.6875


P(Spam|X) ≈ 0.818
P(Non-spam|X) = (P(X|Non-spam) * P(Non-spam))


(P(X|Spam) * P(Spam) + P(X|Non-spam) * P(Non-spam))


P(Non-spam|X) = (0.5 * 0.25) / (0.75 * 0.75 + 0.5 * 0.25)


P(Non-spam|X) = 0.125 / 0.6875



P(Non-spam|X) ≈ 0.182
4. Classify:

Since P(Spam|X) (0.818) > P(Non-spam|X) (0.182), the new email is classified as Spam.

P (Spam∣sale)>P(Not Spam∣sale).  


Finally the email is classified as SPAM.
UNIT-IV
7) Analyse the given data and apply support vector machine (SVM) to plot  

    Hyperplane of the following data points on linearly Seperable data




(1,1),(2,1),(1,-1),(2,-1),(4,0),(5,1),(5,-1),(6,0) 

(CO4-L4][14M]
Ans: In the Given Dataset, we have 4 are positively labeled data sets and 4 are negatively labeled data sets.
Step-1: Understand the Problem:


Class A (Label: -1):
(1,1),(2,1),(1,−1),(2,−1)


Class B (Label: +1):  (4,0),(5,1),(5,−1),(6,0)



Let’s visualize them in 2D space:

Class A points are on the left side

Class B points are on the right side. This data is linearly separable.

Step-2: Assign Labels to Data: 

	Point
	X1
	X2
	Label(y)

	(1, 1)
	1
	1
	-1

	(2, 1)
	2
	1
	-1

	(1, -1)
	1
	-1
	-1

	(2, -1)
	2
	-1
	-1

	(4, 0)
	4
	0
	+1

	(5, 1)
	5
	1
	+1

	(5, -1)
	5
	-1
	+1

	(6, 0)
	6
	0
	+1


Step-3: SVM finds the best separating hyperplane that maximizes the margin between the two classes. The hyperplane in 2D has the form: w1​x1​+w2​x2​+b=0
Where: w=[w1​,w2​] is the weight vector and b is the bias
Step-4: Plot the Point:
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Here's the sketch showing:

Red circles: Class -1 points
Blue squares: Class +1 points
Green dashed line: The SVM hyperplane at x₁ = 3 that separates both classes clearly
Step-5: Since the SVM tries to maximize margin and the points are clearly separable:
Let’s try the hyperplane: x1​=3 or w1​x1​+w2​x2​+b=0
To convert this into the standard hyperplane form:

· If X1​=3, that means the line does not depend on x2.
· So we choose: w1​=1 (weight for x1) w2​=0 (no effect from x2) b=−3
Now plug into the hyperplane formula: w1​x1​+w2​x2​+b=0⇒1⋅x1​+0⋅x2​−3=0⇒x1​=3 
This equation gives us a vertical line at x1​=3, which visually and logically separates the two sets of points:

All Class -1 points have x1<3
All Class +1 points have x1>3
Step-6: Check the Margin and Support Vectors


Let’s define the decision function: f(x)=wTx+b


Using w= [1, 0],b=−3


For class -1 (x1 = 1 or 2): f(x) < 0


For class +1 (x1 = 4, 5, 6): f(x) > 0 So, this line correctly separates the two classes.
Step-7: Support Vectors are : Support vectors are the points closest to the hyperplane. 

From the plot:

On the left side: x1 = 2 (either (2, 1) or (2, -1))

On the right side: x1 = 4 (either (4, 0))

So, support vectors: (2, 1), (2, -1) from class -1 and (4, 0) from class +1
Step-8 : 
Hyperplane Equation: x1​=3 or w=[1,0],b=−3

Support Vectors: (2,1),(2,−1),(4,0)

Margin: Distance between support vectors = 4−2=2
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(OR)
8) Use KNN to classify whether a person is a defaulter or not with Age=48 and  Loan=$142,000. Use Nearest Neighbors K=3and Euclidean Distance for Classification









[CO2-L3][14M]
	Age
	Loan
	Default

	25
	40,000
	No

	35
	60,000
	No

	45
	80,000
	No

	20
	20,000
	No

	35
	120,000
	No

	52
	18,000
	No

	23
	95,000
	Yes

	40
	62,000
	Yes

	60
	100,000
	Yes

	48
	220,000
	Yes


Ans: Here we have 2 features. i.e, Age and Loan. And here the Target is Defaulter.
· i.e, Target has 2 possibilities : Yes, No
· To classify whether a person with Age=48 and Loan=$142,000 is a defaulter using the K-Nearest Neighbors (KNN) algorithm with K=3 and Euclidean distance, follow these steps:
1. Calculate Euclidian Distances: Compute the Euclidean distance between the new data point (Age=48, Loan=142,000) and each data point in the dataset. The formula for Euclidean distance is: √((Age₂ - Age₁)² + (Loan₂ - Loan₁)²).
	Age
	Loan
	Default
	Distance to (48, 142000)
	Rank

	25
	40,000
	No
	√((48-25)² + (142000-40000)²) ≈ 102025
	8

	35
	60,000
	No
	√((48-35)² + (142000-60000)²) ≈ 82010
	7

	45
	80,000
	No
	√((48-45)² + (142000-80000)²) ≈ 62000
	4

	20
	20,000
	No
	√((48-20)² + (142000-20000)²) ≈ 120031
	9

	35
	120,000
	No
	√((48-35)² + (142000-120000)²) ≈ 22036
	1

	52
	18,000
	No
	√((48-52)² + (142000-18000)²) ≈ 124006
	10

	23
	95,000
	Yes
	√((48-23)² + (142000-95000)²) ≈ 53851
	3

	40
	62,000
	Yes
	√((48-40)² + (142000-62000)²) ≈ 80040
	6

	60
	100,000
	Yes
	√((48-60)² + (142000-100000)²) ≈ 42085
	2

	48
	220,000
	Yes
	√((48-48)² + (142000-220000)²) = 78000
	5


2. Identify the K- Nearest Neighbors:
Select the 3 nearest neighbors (K=3) based on the calculated distances:

· 35, 120,000 (No) - Distance: 22036

· 60, 100,000 (Yes) - Distance: 42085
· 23, 95,000 (Yes) - Distance: 53851

3. Classify: Determine the class by majority voting among the nearest neighbors.

· No: 1
· Yes: 2
4. Result: Since the majority class among the 3 nearest neighbors is "Yes" (2 out of 3), the KNN algorithm classifies the person with Age=48 and Loan=$142,000 as a defaulter.
UNIT-V
9A) what is DBSCAN Clustering? Explain its advantages over K-means.  












[CO3-L3][7M]
Ans: Density based clustering is also called as “DBSCAN Clustering”. DBSCAN stands for “Density-Based Spatial Clustering of Applications with Noise”. It is a popular unsupervised learning Algorithm and It was proposed by Martin Ester et al. in 1996. DBSCAN is a clustering method that is used in machine learning to separate clusters of high density from clusters of low density. 


DBSCAN is not just able to cluster the data points correctly, but it also perfectly detects noise in the dataset. The most exciting feature of DBSCAN clustering is that it is robust to outliers. It can discover clusters of different shapes and sizes from a large amount of data, which is containing noise and outliers. DBSCAN can also be used for Anomaly Detection (Outlier Detection)
The DBSCAN algorithm uses two parameters:
· 1. minPts: The minimum number of points (a threshold) clustered together for a region to be considered dense.
· 2. eps (ε): A distance measure that will be used to locate the points in the neighborhood of any point.
Three Main points  to form the clusters
1. Core point: A point is a core point if there are at least minPts number of points (including the point itself) in its surrounding area with radius eps

2. Border point: A point is a border point if it is reachable from a core point and there are less than minPts number of points within its surrounding area.
3. Outlier or Noise Point: A point is an outlier if it is not a core point and not reachable from any core points.
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DBSCAN advantages over K-means:  Partitioning methods (K-means) and hierarchical clustering work for finding spherical-shaped clusters or convex clusters. K-Means and Hierarchical Clustering both fail in creating clusters of arbitrary shapes. They are not able to form clusters based on varying densities. That’s why we need DBSCAN clustering. We can see three different dense clusters in the form of concentric circles with some noise here. Now, let’s run K-Means and Hierarchical clustering algorithms and see how they cluster these data points.
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Q: You might be wondering why there are four colors in the graph? 
As I said earlier, this data contains noise too, therefore, I have taken noise as a different cluster which is represented by the purple color. Sadly, both of them failed to cluster the data points. Also, they were not able to properly detect the noise present in the dataset. 


Now, let’s take a look at the results from DBSCAN clustering. DBSCAN is not just able to cluster the data points correctly, but it also perfectly detects noise in the dataset.
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9B) Illustrate the various types of Unsupervised Learning with an Example
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Ans: Unsupervised learning is a learning method in which a machine learns without any supervision. The training is provided to the machine with the set of data that has not been labeled, classified, or categorized, and the algorithm needs to act on that data without any supervision.


The goal of unsupervised learning is to restructure the input data into new features or a group of objects with similar patterns.
Example: Suppose the unsupervised learning algorithm is given an input dataset containing images of different types of cats and dogs. The algorithm is never trained upon the given dataset; the task of the unsupervised learning algorithm is to identify the image features on their own.


Unsupervised learning algorithm will perform this task by clustering the image dataset into the groups according to similarities between images.
The Main Two Techniques of Unsupervised Learning are:

1. Clustering 

2. Dimensionality Reduction

1. Clustering: In Clustering, aims to segment or partition data, such that similar observations are grouped together. i.e, A Cluster is a group of similar entities that are kept together.



In the machine learning world, clustering is the process in which we segregate a heap of data points into clusters on the basis of their features. It is an unsupervised learning method, hence no supervision is provided to the algorithm, and it deals with the unlabeled dataset.

Different Clustering Algorithms are:
· Partitioning Clustering or K-means Clustering.
· Density-Based Clustering
· Distribution Model-Based Clustering
· Hierarchical Clustering
· Fuzzy Clustering
2. Dimensionality Reduction: Dimensionality reduction is an unsupervised learning technique that reduces the number of features, or dimensions, in a dataset. More data is generally better for machine learning, but it can also make it more challenging to visualize the data.



Dimensionality reduction extracts important features from the dataset, reducing the number of irrelevant or random features present. This method uses principle component analysis (PCA) and singular value decomposition (SVD) algorithms to reduce the number of data inputs without compromising the integrity of the properties in the original data
(OR)

10) Explain Hierarchical Clustering. Compute Hierarchical Clustering using Single Linkage and Complete Linkage clustering by Dendrogram (Follow Lower Triangular Matrix).
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	A
	B
	C
	D
	E

	A
	0
	
	
	
	

	B
	9
	0
	
	
	

	C
	3
	7
	0
	
	

	D
	6
	5
	9
	0
	

	E
	11
	10
	2
	8
	0


Ans: Hierarchical clustering is a method of cluster analysis which seeks to build a hierarchy of clusters. This example demonstrates agglomerative (bottom-up) hierarchical clustering using single-linkage and complete-linkage methods, based on a distance matrix.

Let's solve this hierarchical clustering problem step by step, for both:
· Single-linkage clustering
· Complete-linkage clustering using the lower triangular matrix and draw Dendrogram for both.
1. Single-Linkage Clustering (Nearest Distance):
 Understanding the Distance Matrix: We are given the lower triangular distance matrix:
	
	A
	B
	C
	D
	E

	A
	0
	
	
	
	

	B
	9
	0
	
	
	

	C
	3
	7
	0
	
	

	D
	6
	5
	9
	0
	

	E
	11
	10
	2
	8
	0


Let’s write out all pairwise distances:

· AB = 9

· AC = 3

· AD = 6

· AE = 11

· BC = 7

· BD = 5

· BE = 10

· CD = 9

· CE = 2 ← 🔹 smallest
· DE = 8


Step 1: Find the smallest distance in the matrix. The smallest distance is 2, between points C and E. Merge C and E into a cluster (CE).




Min distance = 2 (C, E) → merge {C, E}, Clusters: {A}, {B}, {D}, {CE}
Step 2: Update the distance matrix. Calculate distances from (CE) to other points using the minimum distance (single-linkage).

d((CE), A) = min(d(C, A), d(E, A)) = min(3, 11) = 3 ← 🔹 smallest

d((CE), B) = min(d(C, B), d(E, B)) = min(7, 10) = 7


d((CE), D) = min(d(C, D), d(E, D)) = min(9, 8) = 8

Min Distance = 3 → merge {A} and {CE} → {ACE}

Clusters: {B}, {D}, {ACE}
Step 3: Find the next smallest distance. 

B–ACE = min (AB=9, BC=7, BE=10) = 7

D–ACE = min (AD=6, CD=9, DE=8) = 6 ← 🔹 smallest

Min Distance = 6 →Merge D and ACE → {ACDE}


Clusters: {B}, {ACDE}
Step 4: Update the distance matrix.

d((ACDE), B) = min(d(A, B), d(C, B), d(D, B), d(E, B)) = min(9, 7, 5, 10) = 5
Step-5: Merge the last two clusters, (ACDE) and B.
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2. Complete-Linkage Clustering (Maximum Distance):
Understanding the Distance Matrix: We are given the lower triangular distance matrix:
	
	A
	B
	C
	D
	E

	A
	0
	
	
	
	

	B
	9
	0
	
	
	

	C
	3
	7
	0
	
	

	D
	6
	5
	9
	0
	

	E
	11
	10
	2
	8
	0


Let’s write out all pairwise distances:

· AB = 9

· AC = 3

· AD = 6

· AE = 11

· BC = 7

· BD = 5

· BE = 10

· CD = 9

· CE = 2 ← 🔹 smallest
· DE = 8

Step 1: Find the smallest distance in the matrix. The smallest distance is 2, between points C and E. Merge C and E into a cluster (CE).

Min distance = 2 (C, E) → merge {C, E}, Clusters: {A}, {B}, {D}, {CE}

Step 2: Update the distance matrix. Calculate distances from (CE) to other points using the 
maximum distance (complete-linkage).

· d((CE), A) = max(d(C, A), d(E, A)) = max(3, 11) = 11

· d((CE), B) = max(d(C, B), d(E, B)) = max(7, 10) = 10

· d((CE), D) = max(d(C, D), d(E, D)) = max(9, 8) = 9 ← 🔹 smallest


Min Distance = 9 → merge D and CE → {CDE}
Step 3:Update the distance matrix. Calculate distances from (CDE) to other points using the maximum distance (complete-linkage).
· d((CDE), A) = max(d(C, A), d(D, A), d(E, A)) = max(3, 6, 11) = 11
· d((CDE), B) = max(d(C, B), d(D, B), d(E, B)) = max(7, 5, 10) = 10 ← 🔹 smallest


Min Distance = 10 → Merge B and CDE → {BCDE}


Clusters: {A}, {BCDE}
Step 4: Update the distance matrix.

d((BCDE), A) = max(d(B, A), d(C, A), d(D, A), d(E, A)) = max(9, 3, 6, 11) = 11

************THE END**************
PVP-20








