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UNIT-I

1 A) Explain the Key steps involved in designing a Machine Learning Model



List the Designing a Machine Learning Model



[2M]


Explanation of each Model






[5M]
  B) What are the major challenges in Machine Learning? Discuss with Example.



List and Challenges in Machine Learning




[4M]



Explanation with Example






[3M]

(OR)
2) Construct a Decision Tree using the ID3 Algorithm for the following dataset.
Compute entropy and information gain for the first split.

	Weather
	Temperature
	Humidity
	Windy
	Play

	Sunny
	Hot
	High
	No
	No

	Sunny
	Hot
	High
	Yes
	No

	Overcast
	Hot
	High
	No
	Yes

	Rainy
	Mild
	High
	No
	Yes

	Rainy
	Cool
	Normal
	No
	Yes

	Rainy
	Cool
	Normal
	Yes
	No

	Overcast
	Cool
	Normal
	Yes
	Yes

	Sunny
	Mild
	High
	No
	No




Calculation Entropy of entire Dataset





[2M]


Information Gain of Each Attribute






[8M]


Final Information Gains (First Split)






[4M] 
UNIT-II
3 A) Define the Perceptron Learning Rule. How it is used for Classification? 



Perceptron Training Rule







[4M]



How Supervised Learning uses Perceptron




[3M]

    B) Identify the differences between Biological Neuron and Artificial Neuron



List and Explanation of any 4 differences




[7M]








(OR)
  4) Explain the Back Propagation Algorithm with an Example. Show step by step   

         weight updates for one iteration.



Explanation of Back Propagation Algorithm
 step by step



[10M]



Weight Updation for one Iteration






[4M]

UNIT-III

  5 a) Illustrate any 4 Measures to evaluate the Classification Model with an Example


Explanation of 4 Measuring with formulas





[4M]



     Example










[3M]
              b) Distinguish between the Bagging and Boosting with neat Sketch





list and explain any 3 differences between Bagging and boosting      
   [7M]

(OR)

  6) Using Naïve Bayes Classifier, classify a new mail as spam or not, based on the   

      Given dataset. Compare for the new data sample 


X= (word=sale, spam count=300, Not spam count=70)


	Word
	Spam Count
	Non-Spam Count
	Spam

(Yes / No)

	Buy
	100
	50
	Yes

	Discount
	80
	20
	Yes

	Sale
	150
	30
	Yes

	Offer
	70
	40
	No




Calculate the Prior Probabilities







[4M]



Calculate Likely hoods








[4M]



Calculate the Prior Probabilities







[4M]  



Classification Result








[2M]

UNIT-IV

7)  Analyse the given data and apply support vector machine (SVM) to plot 
     Hyperplane  of the following data points on linearly Seperable data




(1,1),(2,1),(1,-1),(2,-1),(4,0),(5,1),(5,-1),(6,0)




Assigning the Data Labels






[2M]


Plot the Point








[4M]



Apply the SVM Maximize the Margin





[4M]



Draw the Hyperplane with modified Support Vectors


[4M]



             



(OR)

8) Use KNN to classify whether a person is a defaulter or not with Age=48 and   

     Loan=$142,000. Use Nearest Neighbors K=3and Euclidean Distance for  

    Classification


	Age
	Loan
	Default

	25
	40,000
	No

	35
	60,000
	No

	45
	80,000
	No

	20
	20,000
	No

	35
	120,000
	No

	52
	18,000
	No

	23
	95,000
	Yes

	40
	62,000
	Yes

	60
	100,000
	Yes

	48
	220,000
	Yes




Calculate Euclidian Distances






[8M]


Identify the K-Nearest Neighbors





[4M]




Classification 








[2M]
 UNIT-V

9 A)  what is DBSCAN Clustering? Explain its advantages over K-means.  

    
Explanation of DBSCAN








[4M]

Differences between K-Means and DBSCAN




[7M]

   B) Illustrate the various types of Unsupervised Learning with an Example




Definition of Unsupervised Learning






[2M]


Two Unsupervised Learning Techniques 





[5M]
(OR)

 10) Explain Hierarchical Clustering. Compute Hierarchical Clustering using Single

             Linkage and Complete Linkage clustering by Dendrogram (Follow Lower Triangular Matrix).
	
	A
	B
	C
	D
	E

	A
	0
	
	
	
	

	B
	9
	0
	
	
	

	C
	3
	7
	0
	
	

	D
	6
	5
	9
	0
	

	E
	11
	10
	2
	8
	0



Definition of Hierarchical Clustering






[2M]

Single Linkage Problem








[6M]
  Complete Linkage Problem







[6M]

************ THE END**************
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