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	CO
	COURSE OUTCOMES
	LEVEL

	CO1
	Understand the basic concepts of machine learning.
	L2

	CO2
	Apply Supervised Learning algorithms for solving various problems.
	L3

	CO3
	Apply Unsupervised Learning for solving various problems.
	L3

	CO4
	Analyze the given application and use suitable machine learning algorithm.
	L4


	Unit No.
	Topic of syllabus to be covered
	Learning outcomes

At the end of the course the student is able to:
	Teaching Mode

BB/

LCD/FC/

Quiz
	Hours Required
	Total no. of Hours (Cumulative)
	Expected date of Unit

to be covered
	Remarks

	
	
	
	
	Lecture
	Tutorial
	
	
	

	I
	Introduction to Machine Learning: Introduction to AI, Definition of Machine Learning
	Discuss the objectives and outcomes of the course Machine Learning. Know about the definition of Machine Learning and their types.

(CO1, CO2, CO3, CO4).
	LCD/BB
	1
	
	1
	
	

	I
	Well Posed Learning Problems, Designing a Learning System
	Understand about Task, Performance and Experience with real time examples, Discuss about Choosing the Training Experience, Choosing the Target function, choosing a Representation for the Target function, Choosing a Function Approximation Algorithm.

(CO1-L2)
	LCD/BB
	1
	
	2
	
	

	I
	Perspectives and Issues in Machine Learning
	Know about the perspectives and issues in ML. (CO1-L2)
	LCD/BB
	1
	
	3
	
	

	I
	Decision Tree Learning: Appropriate Problems for Decision Tree Learning
	Know about Decision Tree representation and Classification of Decision Trees. (CO1-L2)
	LCD/BB
	1
	
	4
	
	

	I
	Decision Tree Learning Algorithm.
	To Utilize the Entropy and Compute the Construction of Decision Tree for the given data set. 
(CO1-L2, CO2-L3)
	LCD/BB
	2
	
	6
	
	

	I
	Applications of Machine Learning
	Summarize the various Applications like Marketing and Sales, Search Engines, Transportation. etc.

(CO1-L2)
	Poster presenatation
	2
	
	8
	
	

	I
	UNIT-I REVISION
	LCD/BB
	1
	
	9
	26-12-2024
	

	II
	Artificial Neural Networks: Introduction
	Understanding the biological motivation and Neural Network representation. (CO1-L2)
	LCD/BB
	1
	
	10
	
	

	II
	Perceptron
	Discuss the representational power of perceptron, perceptron training rule, gradient descent algorithm and delta rule. (CO1-L2)
	LCD/BB
	1
	
	11
	
	

	II
	Multilayer Networks
	Illustrate differentiable threshold units for non-liner functions. 

(CO1-L2)
	LCD/BB
	1
	
	12
	
	

	II
	Self-Learning, Back Propagation Algorithm.
	Apply back propagation algorithm for various learning tasks. 

(CO2-L3)
	LCD/BB
	1
	
	13
	
	

	II
	Back Propagation Algorithm.
	Analyze the various problems and Apply back propagation algorithm.

(CO2-L3)
	LCD/BB
	2
	
	15
	
	

	II
	UNIT-II REVISION
	LCD/BB
	1
	
	16
	03-01-2025
	

	III
	Bayesian Learning: Introduction, Naive Bayes Classifier
	Know about the Bayes Theorem with an Example. To Utilize the Prior Probability and Compute the Naïve Bayes Classifier with an examples.

(CO1-L2, CO2-L3)
	LCD/BB
	1
	
	17
	
	


	III
	Naive Bayes Classifier
	More problems practiced using Naive Bayes Classifier. 

(CO2-L3, CO4-L4)
	LCD/BB
	2
	
	19
	
	

	III
	Evaluating Hypothesis: Motivation, Estimating hypothesis accuracy
	Know about the Motivation of Evaluating Hypothesis., How to find the Sample Error and True Error. (CO2-L2)
	LCD/BB
	1
	
	20
	
	

	III
	Measuring Classifier Accuracy
	To find the Confusion Matrix, Accuracy, Precision, Recall or Sensitivity, F-Score. (CO2-L2)
	LCD/BB
	1
	
	21
	
	

	III
	Ensemble Methods: Bagging, Boosting.
	Know about Ensemble Methods and Discuss Bagging and Boosting Algorithms. (CO2-L2)
	LCD/BB
	2
	
	23
	
	

	III
	UNIT-III REVISION
	LCD/BB
	1
	
	24
	01-02-2025
	

	IV
	Support Vector Machines: The Case When the Data are Linearly Separable
	Discuss the Support Vector Machine and their types and Apply to specific problem. (CO1-L2, CO2-L3)
	LCD/BB
	1
	
	25
	
	

	IV
	Instance-Based Learning
	Introduction-Differentiate Model Based Learning and Instance Based Learning. (CO2-L2)
	LCD/BB
	1
	
	26
	
	

	IV
	K-Nearest Neighbor Learning
	Know about K- nearest neighbor and how to Choosing Parameters for Nearest Neighbor Algorithm.

(CO1-L2).
	LCD/BB
	2
	
	28
	
	

	IV
	KNN Algorithm
	Apply Distance Weighted Nearest Neighbor Algorithm to suitable problem. (CO2-L3).
	LCD/BB
	2
	
	30
	
	

	IV
	Case Based Reasoning
	Discuss Case Based Reasoning with Example. (CO2-L3)
	LCD/BB
	1
	
	31
	
	

	IV
	UNIT-IV REVISION
	LCD/BB
	1
	
	32
	15-02-2025
	

	V
	Unsupervised Learning: Cluster Analysis  
	Know about the definition of Un Supervised Learning and their types with examples. Discuss about Cluster Analysis. (CO1-L2)
	LCD/BB
	1
	
	33
	
	

	V
	Partitioning Methods
	Apply Partitioned Clustering-K-Means Algorithm to the specific problem. (CO3-L3)
	LCD/BB
	2
	
	35
	
	

	V
	Density based clustering
	Apply Density based Clustering Algorithm to the specific problem. (CO3-L3)
	FLIP CLASS
	2
	
	37
	
	

	V
	Hierarchical methods
	Apply Hierarchical Methods to solve Agglomerative Algorithm. (CO3-L3, CO4-L4)

	LCD/BB
	2
	
	39
	
	

	V
	Grid based Methods, Measuring Clustering Quality
	STING – Statistical Information Grid, Apply the following Extrinsic Methods, Intrinsic Methods to measure the cluster quality.

(CO3-L3, CO4-L4)
	LCD/BB
	2
	
	41
	
	

	V
	CROSSWORD PUZZLE ACTIVITY
	1
	
	42
	
	

	V
	Industry Institute Interaction
	1
	
	43
	
	

	V
	UNIT-V REVISION
	LCD/BB
	2
	
	45
	21-03-2025
	


  Legend: Teaching Mode         
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