
5. Deep Learning Applications 

Computer Vision 

Computer vision (CV) is the scientific field which defines how machines interpret the meaning 

of images and videos. Computer vision algorithms analyze certain criteria in images and 

videos, and then apply interpretations to predictive or decision making tasks. 

Today, deep learning techniques are most commonly used for computer vision. We explore 

different ways you can use deep learning for computer vision. In particular, you will learn about 

the advantages of using convolutional neural networks (CNNs), which provide a multi-layered 

architecture that allows neural networks to focus on the most relevant features in the image. 

What is Computer Vision (CV)? 

Computer vision is an area of machine learning dedicated to interpreting and understanding 

images and video. It is used to help teach computers to “see” and to use visual information to 

perform visual tasks that humans can. 

Preprocessing 

Many application areas require sophisticated preprocessing because the original input comes 

in a form that is difficult for many deep learning architectures to represent. Computer vision 

usually requires relatively little of this kind of preprocessing. The images should be 

standardized so that their pixels all lie in the same, reasonable range, like [0,1] or [-1, 1]. Mixing 

images that lie in [0,1] with images that lie in [0, 255] will usually result in failure. Formatting 

images to have the same scale is the only kind of preprocessing that is strictly necessary. Many 

computer vision architectures require images of a standard size, so images must be cropped or 

scaled to fit that size. Even this rescaling is not always strictly necessary. Some convolutional 

models accept variably-sized inputs and dynamically adjust the size of their pooling regions to 

keep the output size constant. 

Dataset augmentation may be seen as a way of preprocessing the training set only. Dataset 

augmentation is an excellent way to reduce the generalization error of most computer vision 

models. 

Other kinds of preprocessing are applied to both the train and the test set with the goal of putting 

each example into a more canonical form in order to reduce the amount of variation that the 

model needs to account for. Reducing the amount of variation in the data can both reduce 

generalization error and reduce the size of the model needed to fit the training set. Simpler 

tasks may be solved by smaller models, and simpler solutions are more likely to generalize 

well. Preprocessing of this kind is usually designed to remove some kind of variability in the 

input data that is easy for a human designer to describe and that the human designer is confident 

has no relevance to the task. When training with large datasets and large models, this kind of 

preprocessing is often unnecessary, and it is best to just let the model learn which kinds of 

variability it should become invariant to. 

Contrast Normalization 

Contrast simply refers to the magnitude of the difference between the bright and the dark pixels 

in an image. There are many ways of quantifying the contrast of an image. In the context of 



deep learning, contrast usually refers to the standard deviation of the pixels in an image or 

region of an image. 

Suppose we have an image represented by a tensor X ∈ Rr×c×3, with Xi,j,1 being the red intensity 

at row i and column j , Xi,j,2 giving the green intensity and Xi,j,3 giving the blue intensity. Then 

the contrast of the entire image is given by 

 

Global contrast normalization (GCN) aims to prevent images from having varying amounts of 

contrast by subtracting the mean from each image, then rescaling it so that the standard 

deviation across its pixels is equal to some constant s. This approach is complicated by the fact 

that no scaling factor can change the contrast of a zero-contrast image. Given an input image 

X, GCN produces an output image X’ , defined such that 

 

Local contrast normalization ensures that the contrast is normalized across each small window, 

rather than over the image as a whole. Various definitions of local contrast normalization are 

possible. In all cases, one modifies each pixel by subtracting a mean of nearby pixels and 

dividing by a standard deviation of nearby pixels. In some cases, this is literally the mean and 

standard deviation of all pixels in a rectangular window centered on the pixel to be modified. 

Local contrast normalization is a differentiable operation and can also be used as a nonlinearity 

applied to the hidden layers of a network, as well as a preprocessing operation applied to the 

input.  

As with global contrast normalization, we typically need to regularize local contrast 

normalization to avoid division by zero. In fact, because local contrast normalization typically 

acts on smaller windows, it is even more important to regularize. Smaller windows are more 

likely to contain values that are all nearly the same as each other, and thus more likely to have 

zero standard deviation. 

Dataset Augmentation 

Data augmentation is a process of artificially increasing the amount of data by generating new 

data points from existing data. This includes adding minor alterations to data or using machine 



learning models to generate new data points in the latent space of original data to amplify the 

dataset.  

It is easy to improve the generalization of a classifier by increasing the size of the training set 

by adding extra copies of the training examples that have been modified with transformations 

that do not change the class. Object recognition is a classification task that is especially 

amenable to this form of dataset augmentation because the class is invariant to so many 

transformations and the input can be easily transformed with many geometric operations. 

 

Speech Recognition 

 



 



 



 



 

 

Natural Language Processing 

 



 



 



 

 

NLP Preprocessing Steps / Pipeline 

There are the following steps to build an NLP pipeline - 

Step1: Sentence Segmentation 

Sentence Segment is the first step for building the NLP pipeline. It breaks the paragraph into 

separate sentences. 

Example: Consider the following paragraph - 

Independence Day is one of the important festivals for every Indian citizen. It is 

celebrated on the 15th of August each year ever since India got independence from the 

British rule. The day celebrates independence in the true sense. 

Sentence Segment produces the following result: 

1. "Independence Day is one of the important festivals for every Indian citizen." 

2. "It is celebrated on the 15th of August each year ever since India got independence from 

the British rule." 

3. "This day celebrates independence in the true sense." 

Step2: Word Tokenization 

Word Tokenizer is used to break the sentence into separate words or tokens. 

Example: 

He offers Corporate Training, Summer Training, Online Training, and Winter Training. 



Word Tokenizer generates the following result: 

"He", "offers", "Corporate", "Training", "Summer", "Training", "Online", "Training", "and", 

"Winter", "Training", "." 

Step3: Stemming 

Stemming is used to normalize words into its base form or root form. For example, celebrates, 

celebrated and celebrating, all these words are originated with a single root word "celebrate." 

The big problem with stemming is that sometimes it produces the root word which may not 

have any meaning. 

For Example, intelligence, intelligent, and intelligently, all these words are originated with a 

single root word "intelligen." In English, the word "intelligen" do not have any meaning. 

Step 4: Lemmatization 

Lemmatization is quite similar to the Stamming. It is used to group different inflected forms of 

the word, called Lemma. The main difference between Stemming and lemmatization is that it 

produces the root word, which has a meaning. 

For example: In lemmatization, the words intelligence, intelligent, and intelligently has a root 

word intelligent, which has a meaning. 

Step 5: Identifying Stop Words 

In English, there are a lot of words that appear very frequently like "is", "and", "the", and "a". 

NLP pipelines will flag these words as stop words. Stop words might be filtered out before 

doing any statistical analysis. 

Example: He is a good boy. 

Step 6: Dependency Parsing 

Dependency Parsing is used to find that how all the words in the sentence are related to each 

other. 

Step 7: POS tags 

POS stands for parts of speech, which includes Noun, verb, adverb, and Adjective. It indicates 

that how a word functions with its meaning as well as grammatically within the sentences. A 

word has one or more parts of speech based on the context in which it is used. 

Example: "Google" something on the Internet. 

In the above example, Google is used as a verb, although it is a proper noun. 

Step 8: Named Entity Recognition (NER) 

Named Entity Recognition (NER) is the process of detecting the named entity such as person 

name, movie name, organization name, or location. 

Example: Steve Jobs introduced iPhone at the Macworld Conference in San Francisco, 

California. 

Step 9: Chunking 



Chunking is used to collect the individual piece of information and grouping them into bigger 

pieces of sentences. 

n – grams 

In the fields of computational linguistics and probability, an n-gram (sometimes also called Q-

gram) is a contiguous sequence of n items from a given sample of text or speech. The items 

can be phonemes, syllables, letters, words or base pairs according to the application. 

Neural Language Models  

Neural language models or NLMs are a class of language model designed to overcome the 

curse of dimensionality problem for modeling natural language sequences by using a 

distributed representation of words. 

Combining Neural Language Models with n-grams  

A major advantage of n-gram models over neural networks is that n-gram models achieve high 

model capacity while requiring very little computation to process an example. If we use hash 

tables or trees to access the counts, the computation used for n-grams is almost independent of 

capacity. 

Neural Machine Translation  

Machine translation is the task of reading a sentence in one natural language and emitting a 

sentence with the equivalent meaning in another language. Machine translation systems often 

involve many components. At a high level, there is often one component that proposes many 

candidate translations. Many of these translations will not be grammatical due to differences 

between the languages. For example, many languages put adjectives after nouns, so when 

translated to English directly they yield phrases such as “apple red.” The proposal mechanism 

suggests many variants of the suggested translation, ideally including “red apple.” A second 

component of the translation system, a language model, evaluates the proposed translations, 

and can score “red apple” as better than “apple red.” 

Using an Attention Mechanism and Aligning Pieces of Data 

 

We can think of an attention-based system as having three components:  



1. A process that “reads” raw data (such as source words in a source sentence), and converts 

them into distributed representations, with one feature vector associated with each word 

position.  

2. A list of feature vectors storing the output of the reader. This can be understood as a 

“memory” containing a sequence of facts, which can be retrieved later, not necessarily in the 

same order, without having to visit all of them.  

3. A process that “exploits” the content of the memory to sequentially perform a task, at each 

time step having the ability put attention on the content of one memory element (or a few, with 

a different weight).  

The third component generates the translated sentence.  

When words in a sentence written in one language are aligned with corresponding words in a 

translated sentence in another language, it becomes possible to relate the corresponding word 

embeddings. 

 

Other Applications 

Recommender Systems 

 



 



 



 



 

 

 

 



Exploration vs Exploitation 

These two strategies — exploitation and exploration — can also be used when recommending 

content. We can either exploit items that have high CTR(Click Through Rate ) with high 

certainty — maybe because these items have been shown thousands of times to similar users; 

or we can explore new items we haven’t shown to many users in the past. Incorporating 

exploration into your recommendation strategy is crucial — without it new items don’t stand a 

chance against older, more familiar ones. 

 

Knowledge Representation – Question Answering 

Humans are best at understanding, reasoning, and interpreting knowledge. Human knows 

things, which is knowledge and as per their knowledge they perform various actions in the real 

world. But how machines do all these things comes under knowledge representation and 

reasoning. Hence we can describe Knowledge representation as following: 

o Knowledge representation and reasoning (KR, KRR) is the part of Artificial 

intelligence which concerned with AI agents thinking and how thinking contributes to 

intelligent behavior of agents. 

o It is responsible for representing information about the real world so that a computer 

can understand and can utilize this knowledge to solve the complex real world problems 

such as diagnosis a medical condition or communicating with humans in natural 

language. 

o It is also a way which describes how we can represent knowledge in artificial 

intelligence. Knowledge representation is not just storing data into some database, but 

it also enables an intelligent machine to learn from that knowledge and experiences so 

that it can behave intelligently like a human. 

 

AI knowledge cycle: 

An Artificial intelligence system has the following components for displaying intelligent 

behavior: 

o Perception 

o Learning 

o Knowledge Representation and Reasoning 

o Planning 

o Execution 



 

The above diagram is showing how an AI system can interact with the real world and what 

components help it to show intelligence. AI system has Perception component by which it 

retrieves information from its environment. It can be visual, audio or another form of sensory 

input. The learning component is responsible for learning from data captured by Perception 

comportment. In the complete cycle, the main components are knowledge representation and 

Reasoning. These two components are involved in showing the intelligence in machine-like 

humans. These two components are independent with each other but also coupled together. The 

planning and execution depend on analysis of Knowledge representation and reasoning. 

 


