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	COs
	COURSE OUTCOMES
	LEVEL

	CO1
	Understand the fundamental concepts of Compiler Design
	L2

	CO2
	Apply top-down parsing techniques to generate the parse trees.
	L3

	CO3
	Apply bottom-up parsing techniques to generate parse tree for the given grammar.
	L3

	CO4
	Apply various code optimization techniques for intermediate code forms and Code Generation.
	L3

	CO5
	Analyze the given grammar and apply suitable parsing techniques.
	L4


	Unit No.
	Topic of syllabus to be covered

	Learning out comes
	Lecture

	Total no.of  Hours

(Cumulative )
	Teaching Mode
 (WB/PPT)

	Expected date of completion
(for each unit)
	Review/

Remarks

(By HOD)

	
	Introduction –Course Objectives & Outcomes
	
	1
	1
	PPT
	
	

	I
	Overview of Language Processing System: Introduction of Compiler Design
	CO1 L1: Understand why to build compilers, uses of compilers.
	1
	2
	WB/PPT
	
	

	I
	Language Processing System
	CO1 L1: What language preprocessors are, and what functionality do they provide to their users
	1
	3
	WB/PPT
	
	

	I
	Difference between compiler , Interpreter & Assembler
	CO1 L2: Able to know pros and cons of compiler and interpreter
	1
	4
	WB/PPT
	
	

	I
	Structure of Compiler
	CO1 L2:Able to know the Analysis and Synthesis part in Compiler and  Phases in a Compiler with Examples
	1
	5
	WB/PPT
	
	

	I
	Lexical Analysis : Role of Lexical Analysis
	CO1 L2: Identify tokens of a typical high-level programming language, Lexeme and Pattern of Program Segment
	1
	6
	WB/PPT 

	
	

	I
	Input Buffering
	CO1 L2: Understand how LA divides code into tokens - one buffering, two buffering technique and sentinels.
	1
	7
	WB/PPT
	
	

	I
	Specification of tokens 
	CO1 L2: Understand the Strings and Language, operations on Language, Regular Expressions and Regular Definitions
	1
	8
	WB/PPT
	
	

	I
	Recognition of Tokens
	CO1 L2: Understand  some important conventions about transition diagrams
	1
	9
	WB/PPT
	
	

	I
	Lexical Analyzer Generator
	CO1 L2: Understand the Structure of LEX Tool and LEX Specification with example program.
	1
	10
	WB/PPT
	
	

	II
	Syntax Analysis: Role of Parser-Context Free Grammar
	CO1 L2: Understand the role of parser and CFG rules.
	1
	11
	WB/PPT
	
	

	II
	Top Down parsing(TDP)- Ambiguous Grammar & Its difficulty in parsing
	CO1 L2: Understand difference b/w Top Down Parsing (TDP) and Bottom Up Parsing (BUP). Able to know difficulties of ambiguous grammar
	1
	12
	WB/PPT
	
	

	II
	Recursive Descent Parsing- Elimination of Left Recursion and Left Factoring
	CO2 L3:Able to know the elimination of ambiguous grammar
	1
	13
	WB/PPT
	
	

	II
	Left Recursion and Left Factoring -Examples
	CO2 L3: More Examples on Left Recursion and Left Factoring
	1
	14
	WB/PPT
	
	

	II
	Non recursive Descent Parsing or Predictive Parsing-
	CO2 L2: Understand the model of Predictive parser
	1
	15
	WB/PPT
	
	

	II
	FIRST( ) and FOLLOW( )
	CO2 L3:Able to apply FIRST and Follow rules on  CFG with simple example
	1
	16
	WB/PPT
	
	

	II
	Predictive Parsing Table
	CO2 L2:Understand the rule for construction of Predictive Parsing Table
	1
	17
	WB/PPT
	
	

	II
	FIRST( ) and FOLLOW( ) Predictive Parsing Table
	CO2 L3: More practice on Compute FIRST ( ) and FOLLOW ( ). More examples on construction of Predictive Parsing Table
	2
	19
	WB/PPT 
	
	

	II
	LL(1) Parser
	CO5 L4: Analyze the given grammar is LL(1) or not
	1
	20
	WB/PPT
	
	

	II
	Predictive Parser-LL(1) Parser
	CO2 L3:More Examples on Predictive Parser and LL(1) Parser
	1
	21
	WB/PPT
	
	

	II
	Parsing of input, Error Recovery in Predictive Parsing
	CO2 L2 :Understand the Non-recursive predictive parser using explicit stack data structure and the Error Recovery Techniques
	2
	23
	WB/PPT
	
	

	III
	Bottom up Parsing- reductions, handle pruning and shift reduce parsing.
	CO3 L2:Understand the concepts of –reductions, handle pruning and shift reduce parsing techniques, Conflicts during Shift Reduce Parsing
	1
	24
	WB/PPT
	
	

	III
	Why LR Parser, Model of an LR Parser.
	CO3 L2: Able to know the disadvantages of LL (1) parser. Difference between LL and LR Parser.
	1
	25
	WB/PPT
	
	

	III
	Introduction to Simple LR Parser (SLR)-Construction of SLR Tables.
	CO3 L3: Construction of Simple LR Parsing Table (SLR (1)).
	1
	26
	WB/PPT
	
	

	III
	SLR Parser
	CO3 L3: More Examples on SLR (1) parser.
	2
	28
	WB/PPT
	
	

	III
	Parser the string using SLR(1) 
	CO3 L3:Able to apply SLR(1) parser on given string
	1
	29
	WB/PPT
	
	

	IV
	More powerful LR Parsers: Construction of Canonical LR Parser (CLR (1)).
	CO3 L2: Understand the LR (k) Parser –goto, closure and Construction of CLR (1) Parser.
	1
	30
	WB/PPT
	
	

	IV
	LALR  Parsing Table
	CO3 L3:Construction of LALR(k) Parser with examples
	1
	31
	WB/PPT
	
	

	IV
	LALR(1) parser , Differences in bottom up parsing techniques
	CO3 L3: Differentiate SLR,CLR,LALR parsers
	1
	32
	Flip Class
	
	

	IV
	Runtime Environment-Storage organization: 
	CO1 L2: Understand the static and dynamic storage allocation schemes
	1

	33
	WB/PPT
	
	

	IV
	Stack allocation
	CO1 L2:Understand Activation records and Activation trees
	1
	34
	WB/PPT
	
	

	IV
	Heap Management
	CO1 L2: Understand the Heap allocation and Garbage collection
	1
	35
	WB/PPT
	
	

	IV
	Intermediate Code-DAG
	CO4 L3:Able to construct Directed Acyclic Graph (DAG) for expressions
	1
	36
	WB/PPT
	
	

	IV
	Three Address Code (TAC)-Quadruples.
	CO4 L3: Able to write TAC for code segment using numeric method.
	1
	37
	WB/PPT
	
	

	IV
	Triples and Indirect Triples
	CO4 L3:Able to write TAC for code segment using numeric method
	1
	38
	WB/PPT
	
	

	V
	Basic Blocks: Basic Blocks, Next use Information
	CO4 L3: Construction of Basic Blocks
	1
	39
	WB/PPT
	
	

	V
	Flow Graphs
	CO4 L3: Construction of flow graphs, Representation and loops
	1
	40
	WB/PPT
	
	

	V
	DAG representation of Block
	CO4 L3: Transform TAC into DAG
	1
	41
	WB/PPT
	
	

	V
	 Machine Independent optimization.
	CO4 L3: Able to apply Optimization techniques on Blocks-common sub expression elimination, constant folding and copy propagation.
	1
	42
	WB/PPT
	
	

	V
	Machine Independent Optimization optimization
	CO4 L3: Able to apply Optimization techniques on Blocks-dead code elimination, strength reduction
	1
	43
	WB/PPT
	
	

	V
	Loop optimization
	CO4 L3:Understand the loop optimization techniques-Invariant code, Induction analysis and Strength reduction
	1
	44
	WB/PPT
	
	

	   V
	Machine Dependent optimization –peephole optimization. Register Allocation
	CO4 L3:peephole optimization, Register Allocation and assignment
	1
	45
	WB/PPT
	
	


Legend: Teaching Mode
W    
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